CULTIVAR STABILITY ANALYSIS USING A DISCONTINUOUS BI-SEGMENTED
MODEL: UNBALANCED EXPERIMENTS'
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ABSTRACT - Groups of cultivar experiments carried out at different environments are often unbalanced
since some cultivars are not tested in all the locations. An analysis of variance and phenotypic stability by
the discontinuous bi-segmented model with corrections due to errors in the variables, for the unbalanced
cases, is presented in this paper. It was observed, by simulation, that the higher the level of imbalance the
lower is the accuracy of the estimates. However, losses of up to 25% of environments are tolerable and do
not preclude a good description of the behavior of the cultivars under environmental variation if the given
cultivar is present in at least two favorable and two unfavorable environments.

Index terms: phenotypic stability, error correction, unbalanced analysis.

ANALISE DE ESTABILIDADE DE CULTIVARES PELO MODELO BI-SEGMENTADO DESCONTINUO: GRUPOS
DE EXPERIMENTOS NAO BALANCEADOS

RESUMO - Nos experimentos com cultivares em diferentes ambientes, muitas vezes algumas cultivares
ndo ocorrem em todos os ambientes, resultando em grupos de experimentos ndo balanceados. A analise da
variancia e de estabilidade fenotipica pelo modelo bi-segmentado descontinuo, com corre¢des devido aos
erros nas variaveis, para o caso ndo balanceado, ¢ apresentado neste trabalho. Observou-se, via simulagéo,
que quanto maior o nivel de desbalanceamento menor ¢ a precisdo das estimativas. No entanto, perdas de
até 25%, desde que uma dada cultivar ocorra em pelo menos dois ambientes favoraveis e dois ambientes
desfavoraveis, ¢ toleravel e leva a uma boa descricdo do comportamento das cultivares frente a variag@o
ambiental.

Termos para indexagdo: estabilidade fenotipica, correg¢do de erro, analise ndo-balanceada.
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INTRODUCTION

Analysis of stability is an analytical procedure of data applied to groups of experiments involving cultivars
in different environments. Plant breeders use this method to select cultivars with pre-established
characteristics. A first attempt in assessing the individual behavior of cultivars is making a joint analysis of
the experiments with decomposition of the effect of the environments plus the environmental interaction with
cultivars in effect of the environments within each cultivar (Yates & Cochran, 1938). There have been
contributions to this methodology (Plaisted & Peterson, 1959; Plaisted, 1960) but they were only initial
procedures before applying more informative methods. In this respect, the greatest advance was obtained by
the simple linear regression, using the logarithmic transformation, of the mean of a given cultivar on the mean
of all cultivars in each given environment (Finlay & Wilkinson, 1963). Later, Eberhart & Russell (1966),
modified the method obtaining a better interpretation of its results.

The biggest problem reported by Eberhart & Russell (1966) is the lack of independence of the errors of the
dependent variable (mean of the cultivar) with the independent variable (and its error) which is the mean of
all the cultivars in a given environment less the general mean (named the environmental index). Thus, various
practical works (Fripp & Caten, 1971; Fripp, 1972; Perkins & Jinks, 1973; Wood, 1978; Carvalho et al., 1982;
Fakorede & Opeke, 1986) were carried out to compare results of the analysis and interpretation of stability of
the cultivars, using different types of independent variables. They led to the conclusion that the best way of
estimating the environmental value (independent variable) is by the environmental index.

Verma et al. (1978) proposed an alternative regression technique that consists of adjusting two straight
segments separately. One for the negative environments index (lower than the general mean) and the other for



the positive environments index plus the lowest (absolute value) negative index, to give continuity in the
regression line. From this, several other segmentation models were suggested (Cruz et al., 1989; Silva, 1995).
However, the discontinuous bi-segmented model has better characteristics (Storck, 1995) because it has
independence between the angles of the two segments; the tests on the hypothesis for the second segment are
independent from the discontinuity; the estimated values fit the Gompertz growth curve well; the parameter
estimates are more disperse allowing better discrimination among the cultivars; the model adjusts well in a
wide range of situations, that is, adjusts to a complete growth curve, over the initial half and final half of the
curve, and over the initial third, middle and end of it. Furthermore, for this model, the algorithms using
corrections due to errors in the dependent and independent variables and their correlation are available for
both parameter estimation and hypothesis testing (Storck & Vencovsky, 1994).

In practice some cultivars are not found in all the environments due to substitution of older cultivars by
newly released ones.

The objective of this paper is to develop an adequate algorithm for the stability analysis, by the
discontinuous bi-segmented model (Storck & Vencovsky, 1994) with correction due to the errors in the
dependent and independent variables and the correlations among these errors for unbalanced experiments.

MATERIAL AND METHODS

The present work used yield data from a group of experiments with short cycle maize cultivars, carried out in Rio
Grande do Sul State, RS, Brazil, in the agricultural year of 1992/93. The experiments, in each one of 14 environments,
formed the state network. The experimental design was the randomized complete block with four replications and
involved 27 cultivars. The locations were: 1) Pelotas; 2) Passo Fundo; 3) Encruzilhada; 4) Nao-Me- -Toque; 5) Rio
Grande; 6) Aratiba; 7) Nova Petropolis; 8) Capao do Ledo; 9) Sdo Borja; 10) Santa Rosa; 11) Augusto Pestana; 12) Cruz
Alta; 13) Ibiruba and 14) Vacaria.

The analysis of stability was carried out by the discontinuous bi-segmented model with corrections because of errors in
the variables (Storck & Vencovsky, 1994), using all the data from the group of experiments. Losses (level of imbalance)
of 5, 10, 15, 20 and 25% of cultivars in any environment over the whole group formed the unbalanced experimental
groups. The simulations were truncated so that each cultivar would occur in at least half of the 14 environments. The least
significance levels (LSL) of the tests of hypothesis of the parameters in the balanced group were compared with the means
of the LSL of the 1,000 groups of losses simulated at each level of imbalance.

For the analysis of variance and stability of unbalanced experimental groups the algorithms (Storck & Vencovsky,
1994) were modified accordingly as follows: Considering the results of the J experiments of I cultivars in a randomized
complete block design with K replications the mathematical model is given by

Yig SR+ 0+ T4 Y+ byt e

where

a; is the fixed effect of the ith cultivar andi=1, 2, ....... I;

T; is the random effect of the jth environment (experiment) j =1, 2, .....J;
Y;i is the random effect of the ith cultivar with the jth environment;

by is the random effect of the kth block within the jth environment; and
eijk is the random effect of experimental error.

The variables, njj=1 if the ith cultivar is present in the jth environment and kth replication and nj=0, if not; w;=1 if
the ith cultivar is in the jth environment and w;;=0 if not, are indicator variables.

For the joint analysis of variance of this group of experiments the notation R(.) was adopted for the reduction of the
sum of the squares due to the effects added to the model (Searle, 1971). Therefore, R(a/y,T) is the partial effect of
cultivars with N1=I-1 degrees of freedom; R(T/Y,a) is the partial effect of the environment with N2=J-1 degrees of
freedom; R(Y/H,0,7) is the effect of the interaction with N3=Z;w;;-N1-N2-1 degrees of freedom. Using the results of the
analysis of variance of the experiments in each environment it was possible to obtain the sum of the squares of error by
the SSError = %;SSE; with N5 = Z,DFE; degrees of freedom (DF) where SSE; and DFE; are the errors sums squares and
degrees of freedom at the jth environment, respectively, and if the design were randomized complete block then SSBI =
2;SSB; with N4 = %DFB; degrees of freedom where the SSB; and DFB; are the blocks sums square and degrees of
freedom at the jth environments. The mean squares of interest are V2=R(T/W,a)/N2; V3=R(y/l,0,T)/N3; V4=SSBI/N4;
and, V5 = SSError/N5.



An important hypothesis to be tested is the significance of the interaction variance (Ho:0%,=0), which is tested by the F
distribution of V3/V5. Another hypothesis is about significance of the environment variance (Ho: 6%=0) which is tested
by the F distribution (V2+V5)/(V3+V4) with gl=(V2+V5)2/ (V2%N2+V5%/N5) and g2 = (V3+V4)?/ (V32/N3+V42/N4)
degrees of freedom. If the variances of the interaction and the environment are significant, the partitioning of the source of
variation due to “interaction plus environments” into “environments within cultivar” is carried out. The mathematical
model is as follows:

Vi = B+ 0+ T+ by + ey

where
T is the random effect of the jth environment within the ith cultivar.

The sum of the squares of environment within the ith cultivar SSA/C; = (1/n; )} ; w; Yﬁ -(/n, ) Y?
with the degrees of freedom given by N2@) = Z jWij ~ 1 and V'2(i) = SSA| Ci/ N2(i), fori=1, 2, ..., L. To

test the significance of the variance of environment within the ith cultivar, it is taken that under the null hypothesis,

Ho(1):02., = 0
(0):056 , the statistic F = LV2(i) / (N1.V5+V4) has F distribution with gi = N2(i) and g2 = (N1.V5+V4) /

(N12V52/N5 + V42/N4) degrees of freedom. For the cultivars where the environmental variance is significant, the analysis
of stability according to the discontinuous bi-segmented model (Storck & Vencovsky, 1994) is carried out, and the model

is characterized by the functional and structural relationship given by:

0
0
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Zi=1,if J or0if , where for the ith cultivar the Bo; parameter is the value of the function at the point Tj of

the first line segment; the parameter [31; is the slope of the first line segment; the parameter [32; is the difference between
the slopes of the two segments of the line such that B1;+B2; is the slope of the second segment of the line; the parameter
3; measures the discontinuity between the two segments of the line; the parameter &; is the deviation of the jth
observation of the ith cultivar from the model under the assumption of independence between the j and E(d;) = 0 and

E(8%j) = 02 for any j; UJ is the estimated effect of the jth environment,
U= (/n;)) s wyYy - (/0 )Y 5wy Y5,

The error & associated with the Yjj. observation under the assumption of E(g;) = 0, E(¢%j) = 0% and €;jindepen-
dent of &; is estimated by the formula

67 = (1/Mh)Mh(x){V4+ (Mh@)- 1)V5}

Mhao =1 5wy /2 y/mg)

Mhm=J/3 ;(1/w )

A

0, . . .
The number of degrees of freedom of ~ ¢ is obtained by the expression

n, = (V4+ Mh)V5)? /{V4? /N4 + (Mhq) - 1) V5% /N5} .
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When v; is the error associated with the estimator J the variance of Uj is estimated for the ith cultivar by

62 = (J-1DV4/(IMh1)Mh(K)) to provide a solution to the system.

Furthermore, for the ith cultivar, cOV(E iV ) = OU ; cov(elj, L;Z;)= plé' ;
.= .. A A 2
Pi (l/z jwl_])z J‘Wl_] Jo COV(U 5L Z ) pIUU y Var(U » )— pPiO

An estimation of the parameters of the model, by the moment method, follows the solution of the following

expressions:

0 0 0

[B 128 2i: 3] = [Mxx; - S(uv )] [Mxy; - S[ev)1;
Bo; = Y;..- B1,T- 32,7z~ p;B3;;

6% = Svv,-B;'Suv)p,+ 2S(ve)p;- 67

where:
S*(1) S(t:;tz) S(i:2)
Maxx; = S*(1:2) S(Ez:2)
simetric Sz( Z)
65 pibs o 6,
S(vv) = Pié'g pid-g o|SEI=|p 6y
0 0 0 0

Mxy; = [S(Y;..: 1) S(Y;..: 12) S(Y;..:2)] s
Svv; =% jwij(?ij-_ Bo; - B1;t;-B2;%;Z; - B3;Z)’ /(z Wi~ 4) ;
S(Y;.5) = |3 jwij?ij'fj_ 5w S wit )/ Y waldy wai- 1)

S(Y;..;Tz) = [Z jWij (Z wIJ HZ JWUTJZ ) Z jwijl/(z Vi~ 1);

z)= [y wiYZ, lz Wi |y wiZi/ Y wallY wi- 1)

SHOE \Z Wit - (ZJ wijt J) /ZJ uJ (ZJ U—l)
S(t;t2) = IZ W TZZ (ZJ wiit J)(Z Vi y Z) ijij]/(z jWij_l’;
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S(t;2) = [z Wit iZ; (ZJ Wij J)(ZJ j)/z jwij]/kz Vi 1)5



s2(i2)= |y Wit iZ;- 5 jWiij)z/Z jWijJ/(Z Vi T Jf
Sz = |3 wit 2= (3wt 23 jwazil 3wl Y jwi-1);
SZ(Z) = \Z jWiij - (Z jWiij)z/z jwijJ/(Z jWij - 1) ;

Y;..= Z jknijkYijk/Z ik Mijk

The determination coefficient (R?) for the ith cultivar is calculated by:

R? = 100{ SSA|C; - [Z Wit 4)SVVi}/SSA|Ci

The degrees of freedom of the estimate & %i is obtained by fo; = (ﬁi - 1)2 /{ ;/f1;+ ]/fzi} 2

where

f.= ML /(M2 + M3, + M4);

£2,= (M2, + M3, + M4)? /[M22 /N4 + M3?/ N4+ M4% /n, | ;
Mli = SVVI';

M2, = B1,63 (61 + piB2; - 2);

Ms3; = piﬁziég(gli +B2; - 2);

M4=62.
The hypotheses Ho :31; = 1; Ho:f2; = 0 ¢ Ho:B3; = O for the ith cultivar are tested by the t test, by

calculating the following statistics:

;= (f1, - p1,) [s2(6 1)
/2

t2; = (g2i - B2i)/lsz(ﬁ2i)] ’

]1/2,

t3i - (B‘ 3i _ B 3i ) /[82 (B‘3i )] 172 with degrees of freedom equal to gl; = Z;w;; - 4.
0

The variance-covariance matrix of B i is obtained by:

‘SZ(BL) S(B1;:82; S(B1;;B3,



. S2@2.) SP2.:B3;
V(Bi): (B 1) (B i B i
simetric S2(B 3

\A’(Fii) = [Mxx; - SOOI TISv AT jwy- D

[Mxxi - S(uu )]_ 1.[S(U V)Svv; + §UVi§Vui].[MXXi - S(uu )]_1 /(3 jwii— D+
[Mxxi - S(vu )]_1.’S(U U)Srr, + guvigvui].[Mxxi - S(uv )]_1 / N5, where:
Str. = Gi.Sww.Gi ;Gi=[1 -1, - B2, -83; 1;
62 S(ve)
Sww =
S(ev)  S(vv)
and Suv, = S(ev) - S(UU)Ei

The hypothesis Ho: 0% is tested by the F test where the statistic F = (Mh k)G 52 i+ V5)/VS5 has gl and
g2 degrees of freedom, and g2 = N5 and

gl = [Mhaod 2 + V3| [(Mhao?@2)% /0, + V52 /N3]

RESULTS AND DISCUSSION

The algorithm developed for the stability analysis by the discontinuous bi-segmented unbalanced model
and correction due to errors in the variables is the detailed in the methodology. It is evident that only with
specific computer processes the application of these procedures is viable. Thus a software (BSDD) is
available at the electronic address “ ftp://ftp.ufsm.br/pub/pc/misc/bsdd ™.

Using the software BSDD the set of data mentioned in the methodology was analyzed. Tables 1, 2 and 3
show the results of this analysis. The environmental variance and the interaction between environment and
cultivars were significant (P<0.001), as was the variance of environments within all the cultivars (Table 1).
This set of data is, therefore, adequate for the stability analysis. The wide range of the environment means
variation, 7.506 t/ha (Table 2), also favors the study of cultivar behavior due to environmental variation. The
chi-square and the maximum F tests allowed the conclusion that the variance of the mean squares of the error
of the environments (Table 2) were not homogeneous. It was necessary, therefore, to correct the degrees of
freedom for the test of hypothesis of the interaction (Pimentel-Gomes, 1985).

The cultivar assessment carried out by the estimated parameters (Table 3) shows that cultivars 3, 4, 20, 22,
24 and 25 performed differently from the general mean of cultivar behavior. This low number of different
cultivars is due to the good fit of the model, that is, a very high determination coefficient (average of 98%) for
all the cultivars (Table 3). Even so, 17 of the 27 cultivars had significant deviation variances, indicating that
the determination coefficient in this case, because it was not corrected by the errors in the variables, should be
replaced by the deviation variance as parameter for cultivar selection (Storck & Vencovsky, 1994).

Further, the cultivars are widely commercialized and assessed by growers and, therefore, the poorest
performers had already been replaced by market forces which made them more similar.

TABLE 1. The variance analysis for grain yield (t/ha) with partitioning of the interaction.



Source of variation DF MS F

(under Ho)

Cultivar(C) 26 12.1615 4.20%
Environment (A) 13 573.2669  75.65%*
Interaction CxA 338 2.8974 2.75%
Block/Environment 42 4.6941 4.46*
Error 1092  1.05322
Environment within cultivar:

1 (AG E 10502) 13 13.2271  11.13*
2 (AG E 10501) 13 13.8568 11.66*
3 (AG E 10401) 13 18.1514 15.28*
4 (AG 521) 13 19.7627 16.63*
5 (AG 223) 13 15.7377 13.25*%
6 (AGROMEN 2007) 13 29.4090 24.75*
7 (AGROMEN 2010) 13 21.1039 17.76*
8 (AGROMEN 2014) 13 33.1207 27.88*
9 (AGROMEN 2016) 13 313422 26.38*
10 (EXP 9004) 13 30.6268 25.78*
11 (X1212-Exp 9101) 13 18.7349 15.77*
12 (C 506) 13 259644 21.85*
13 (BR 205) 13 19.0056 16.00*
14 (BR 206) 13 20.7452 17.46*
15 (DINA 70) 13 35.8123  30.14*
16 (DINA 170) 13 51.2394 43.13*
17 (DINA 771) 13 35.1417 29.58*
18 (G 85-S-G800) 13 258135 21.73*
19 (HATZ 1000) 13 26.1939 22.05*
20 (ICI 8447) 13 26.1171 21.98*
21 (ICI 8452) 13 18.7422 15.78*
22 (ICI 8418) 13 27.6203  23.25%
23 (CCEXP7) 13 15.6887 13.21*
24 (CC 8993-7) 13 10.0763 8.48*
25 (AG 64 A) 13 19.8288 16.69*
26 (SAVE 394) 13 20.6112 17.35*
27 (XL 560) 13 249254 20.98*

* F test significant at 5% of probability.

The means of the cultivars in the inferior environments (LM), superior environments (HM) and the general
mean (GM) (Table 3) coupled with the estimates of the other parameters can be used to select or discard
cultivars. For example, cultivars 4 and 12 performed well in any environment while cultivars 3, 12 and 20
were suitable for above average environments and cultivars 5, 6 and 16 for higher environments.

Tables 4, 5, 6 and 7 show the least significance levels (LSL) of the tests of hypothesis for the 27 cultivars
obtained in the analysis of the complete data (0% losses) and the means of the LSL obtained by simulation
with different levels of losses in the data. It may be noted that for cultivars with low LSL (where Ho was
rejected) the increase in the LSL means occurred with the increase in the level of data loss, which is a serious
problem. The contrary happens where the LSL are high, which has no practical effect. Of the parameters
analyzed, the lack of fit variance was the most sensitive to the increase in the data imbalance. Different
parameters show different degrees of sensibility to imbalance. In the simulation, losses of up to 25% were
possible to analyze by the algorithm developed, as these losses did not result in less than 50% of the 14
environments for a given cultivar. Thus, possible problems with undetermined solutions or nil degrees of
freedom are avoided. With this 25% loss limitation for a determined cultivar, in the simulation of 1000
unbalanced groups only one case of indetermination was recorded. This happened when a cultivar existed
only in a superior or in an inferior environment.



TABLE 2. Mean (t/ha) environmental index (), indicator variable (Z) mean squares (MS) and coefficient of
variation (CV) of the different environments (ENV) where the experiments were carried out.

ENV Mean T Z Tz Error MS Block MS CV%
1 6.9801 -0.1655 0 0.0000 0.385788 0.724091 8.90
2 12.0313 4.8857 1 4.8857 0.968337 2.584802 8.18
3 4.5582 -2.5873 0 0.0000 1.687649 14.679380 28.50
4 10.1952 3.0497 1 3.0497 0.464020 1.051839 6.68
5 4.7228 -2.4227 0 0.0000 3.944384 9.160418 42.05
6 7.7499 0.6043 1 0.6043 2.429153 4.240406 20.11
7 8.9643 1.8188 1 1.8188 0.547456 4.000976 8.25
8 5.7979 -1.3477 0 0.0000 0.298736 0.242167 9.43
9 5.5325 -1.6130 0 0.0000 0.660098 3.223270 14.69

10 5.1510 -1.9945 0 0.0000 0.386085 0.470411 12.06

11 4.5250 -2.6205 0 0.0000 0.708830 17.398417 18.61

12 8.9755 1.8300 1 1.8300 0.921452 2.866071 10.69

13 6.7951 -0.3505 0 0.0000 0.597184 1.471682 11.37

14 8.0588 0.9133 1 0.9133 0.745933 3.604023 10.72

Mean 7.1460 0.0000 0.4286 0.9358 1.053222 4.694140 15.02




TABLE 3. Estimates of the parameters 0, 31, 2 and (33 of the discontinuous bi-segmented model, determination
coefficient (R?), lack of fit variance (VD) and means (t/ha) in the lower (LM) higher (HM) and in the
general (GM) environments for the assessed cultivars.

Cultivar ~ Bo Bl B2 B3 R(%) VD LM HM GM
1 722 085 2010 -0.14 98.3 0.04085 5.83 8.70 7.06
2 753 0091 010 -043 98.0 0.09336 6.03 8.87 7.25
3 775 112 -048 0.32 98.9 0.00001 5.92 9.46 7.44
4 732 058 0.79%  -0.67 99.1 0.00001 6.38 9.64 7.78
5 788 104  -0.25 -0.40 97.9 0.16836* 6.17 9.27 7.47
6 683  0.85 0.27 0.56 97.6 0.63919* 5.45 9.84 7.33
7 715 118 -0.16  -0.94 95.7 0.91903* 5.2 8.42 6.59
8 773 0.89 054  -0.03 98.5 0.38472% 627  10.82 8.22
9 799 124 -0.09 0.01 99.0 0.14672% 595 10.52 7.91

10 633 084  -0.09 1.77 97.4 0.77135*  4.96 9.72 7.00
11 729 084  -001 0.31 97.9 0.26070% 5.92 9.43 7.42
12 780 106  -0.18 0.76*  99.7 0.00001 607 10.48 7.96
13 658  0.86 007  -0.26 95.4 0.88116* 5.17 8.35 6.54
14 732 115 -0.59 0.55 96.7 0.62515% 5.43 9.09 7.00
15 670  1.23 -0.08 0.34 97.9 0.71003*  4.69 9.54 6.77
16 7.21 1.41 029  -035 98.7 0.59647* 490  10.57 7.33
17 716 125 030  -1.03 98.0 0.65004* 5.12 9.50 7.00
18 707 113 -0.16 0.23 99.0 0.07394 5.2 9.42 7.02
19 607 098 0.02 0.4 98.7 0.20100%  4.46 8.70 6.28

20 759 1.23 -0.31 0.30 99.8 0.00001 5.58 9.90 7.43

21 735 099 022 0.19 98.1 0.20369* 5.72 9.23 7.23

2 7.71 1.53% <048  -0.64 99.3 0.00001 521 9.36 6.99

23 756 118  -0.16  -1.67 96.1 0.54567* 5.63 8.11 6.69

24 615 033 039 0.4 97.7 0.03721 5.60 8.15 6.70

25 591 028 0.78 0.79 97.7 0.31742% 5.44 9.02 6.98

26 661 096  -0.25 0.62 97.4 0.44001* 5.04 8.77 6.64

27 7.11 1.09 027  -1.06 98.7 0.11047 533 9.03 6.91

Mean 715 1.00 0.00 0.00 98.0 032654 5.51 9.33 7.15

* Significant at 1% of probability.



TABLE 4. Least significance levels obtained in the tests of hypothesis of the parameter 1 in the simulation of
different cultivar loss levels.

Cultivar Loss levels (%)
0 5 10 15 20 25
1 0.5190 0.5585 0.5747 0.5906 0.5750 0.5816
2 0.7320 0.6918 0.6705 0.6449 0.6298 0.6338
3 0.5810 0.6074 0.6211 0.6339 0.6271 0.6153
4 0.0600 0.0714 0.0843 0.1032 0.1170 0.1385
5 0.8630 0.8246 0.7841 0.7528 0.7100 0.6792
6 0.7040 0.6851 0.6631 0.6471 0.6398 0.6226
7 0.6980 0.6937 0.6932 0.6736 0.6703 0.6579
8 0.7480 0.7376 0.7282 0.6986 0.6742 0.6611
9 0.6190 0.5503 0.5215 0.5030 0.5121 0.4969
10 0.7050 0.6969 0.6790 0.6716 0.6835 0.6607
11 0.6090 0.6277 0.6395 0.6535 0.6629 0.6653
12 0.6810 0.6749 0.6663 0.6567 0.6467 0.6138
13 0.7550 0.7453 0.7281 0.7285 0.7083 0.6905
14 0.7030 0.7047 0.7187 0.6978 0.6857 0.6923
15 0.5910 0.6073 0.6194 0.6331 0.6270 0.6437
16 0.3100 0.3815 0.4171 0.4423 0.4499 0.4334
17 0.5500 0.5722 0.5807 0.5866 0.5884 0.6083
18 0.5920 0.5990 0.6127 0.5953 0.6171 0.5896
19 0.9490 0.9312 0.9179 0.8963 0.8786 0.8663
20 0.0760 0.1045 0.1339 0.1759 0.2232 0.2443
21 0.9770 0.8932 0.8400 0.7882 0.7560 0.7125
22 0.0260 0.0389 0.0511 0.0723 0.0938 0.1291
23 0.6360 0.6451 0.6461 0.6478 0.6530 0.6279
24 0.0140 0.0231 0.0362 0.0435 0.0670 0.0998
25 0.0450 0.0581 0.0723 0.0891 0.1129 0.1379
26 0.8980 0.8311 0.7534 0.7042 0.6688 0.6204
27 0.7270 0.7378 0.7337 0.7338 0.7310 0.6914

Mean 0.5692 0.5664 0.5625 0.5579 0.5559 0.5487




TABLE 5. Least significance levels obtained in the tests of hypothesis of the parameter (2 in the simulation of
different cultivar loss levels.

Cultivar Loss levels (%)
0 5 10 15 20 25
1 0.7140 0.6859 0.6588 0.6398 0.6095 0.6286
2 0.7370 0.7259 0.7112 0.7005 0.6685 0.6685
3 0.0860 0.1139 0.1393 0.1801 0.2240 0.2578
4 0.0090 0.0267 0.0561 0.0768 0.0946 0.1229
5 0.5300 0.5296 0.5510 0.5380 0.5315 0.5325
6 0.5830 0.5994 0.6105 0.6103 0.6233 0.6139
7 0.7660 0.7402 0.7185 0.6703 0.6514 0.6350
8 0.2120 0.2582 0.2897 0.3250 0.3514 0.3965
9 0.7870 0.7764 0.7387 0.7006 0.6687 0.6393
10 0.8500 0.8061 0.7734 0.7269 0.7117 0.6955
11 0.9850 0.8891 0.8246 0.7807 0.7372 0.7178
12 0.2880 0.3642 0.3943 0.4256 0.4534 0.4710
13 0.8970 0.8509 0.8052 0.7837 0.7594 0.7228
14 0.2400 0.2856 0.3302 0.3578 0.3929 0.4338
15 0.8660 0.8020 0.7448 0.6860 0.6414 0.5978
16 0.5560 0.5895 0.6053 0.6140 0.6141 0.6181
17 0.5540 0.5710 0.5998 0.6028 0.6094 0.5858
18 0.5910 0.6080 0.6201 0.5970 0.6186 0.5901
19 0.9430 0.8836 0.8373 0.7995 0.7649 0.7408
20 0.0530 0.0751 0.0998 0.1437 0.1904 0.2231
21 0.5450 0.5876 0.6020 0.6019 0.6063 0.5925
22 0.0810 0.1179 0.1540 0.1958 0.2431 0.2900
23 0.7210 0.7221 0.7135 0.7045 0.6807 0.6526
24 0.1890 0.2395 0.2971 0.3141 0.3696 0.4123
25 0.0680 0.0904 0.1263 0.1502 0.1825 0.2269
26 0.5690 0.5851 0.5808 0.5851 0.5833 0.5841
27 0.6020 0.5303 0.5036 0.4929 0.5035 0.5176

Mean 0.5293 0.5205 0.5217 0.5187 0.5217 0.5247




TABLE 6. Least significance levels obtained in the tests of hypothesis of the parameter 3 in the simulation of
different cultivar loss levels.

Cultivar Loss levels (%)
0 5 10 15 20 25

1 0.8070 0.7803 0.7616 0.7324 0.7184 0.7088
2 0.5190 0.5553 0.5674 0.5964 0.5821 0.6151
3 0.5780 0.5978 0.6013 0.5992 0.6018 0.5756
4 0.2290 0.2997 0.3554 0.3896 0.4239 0.4442
5 0.5830 0.5676 0.5638 0.5542 0.5373 0.5242
6 0.5970 0.6220 0.6252 0.6353 0.6299 0.6397
7 0.5600 0.5328 0.5310 0.5104 0.5065 0.5112
8 0.9700 0.8830 0.8362 0.7907 0.7376 0.7101
9 0.9850 0.8681 0.7882 0.7336 0.6929 0.6766
10 0.1320 0.1857 0.2239 0.2786 0.3160 0.3283
11 0.6990 0.6891 0.6668 0.6556 0.6321 0.6148
12 0.0470 0.0661 0.0956 0.1265 0.1505 0.1928
13 0.8190 0.8093 0.7864 0.7604 0.7446 0.7375
14 0.6040 0.6233 0.6363 0.6514 0.6599 0.6496
15 0.7480 0.6951 0.6493 0.6074 0.5627 0.5285
16 0.7280 0.7217 0.7224 0.7114 0.7046 0.6624
17 0.3410 0.4557 0.4503 0.4589 0.4669 0.4781
18 0.7140 0.6933 0.6866 0.6638 0.6469 0.6551
19 0.5660 0.6018 0.6200 0.6174 0.6134 0.6132
20 0.6530 0.4364 0.4345 0.4392 0.4503 0.4861
21 0.7890 0.7815 0.7707 0.7471 0.7453 0.7170
22 0.2560 0.3326 0.3660 0.4056 0.4171 0.4401
23 0.1090 0.1432 0.1768 0.2011 0.2348 0.2541
24 0.5160 0.5357 0.5556 0.5461 0.5691 0.5815
25 0.6400 0.5293 0.4333 0.4788 0.4768 0.4795
26 0.5080 0.5464 0.5422 0.5534 0.5630 0.5398
27 0.1320 0.1653 0.1956 0.2353 0.2705 0.2981

Mean 0.5492 0.5451 0.5442 0.5437 0.5428 0.5430




TABLE 7. Least significance levels obtained in the tests of hypothesis of the parameter lack of fit of the model in
the simulation of different cultivar loss levels.

Cultivar Loss levels (%)
0 5 10 15 20 25
1 0.2720 0.2688 0.2714 0.2707 0.2865 0.2829
2 0.1020 0.1329 0.1450 0.1618 0.1740 0.1647
3 0.4960 0.4357 0.4063 0.3877 0.3698 0.3626
4 0.4960 0.4757 0.4567 0.4276 0.4242 0.4105
5 0.0200 0.0493 0.0667 0.0978 0.1326 0.1525
6 0.0000 0.0009 0.0033 0.0096 0.0166 0.0278
7 0.0000 0.0001 0.0003 0.0058 0.0066 0.0190
8 0.0000 0.0006 0.0044 0.0107 0.0240 0.0312
9 0.0320 0.0497 0.0764 0.0957 0.1098 0.1350
10 0.0000 0.0000 0.0002 0.0021 0.0045 0.0040
11 0.0020 0.0084 0.0208 0.0340 0.0485 0.0701
12 0.4960 0.4957 0.4957 0.4953 0.4944 0.4935
13 0.0000 0.0005 0.0004 0.0021 0.0040 0.0121
14 0.0000 0.0004 0.0013 0.0046 0.0106 0.0131
15 0.0000 0.0042 0.0130 0.0218 0.0404 0.0515
16 0.0000 0.0001 0.0015 0.0033 0.0061 0.0201
17 0.0000 0.0001 0.0054 0.0082 0.0130 0.0233
18 0.1500 0.1740 0.1874 0.2061 0.2058 0.2196
19 0.0090 0.0380 0.0578 0.0855 0.1065 0.1365
20 0.4960 0.4957 0.4957 0.4957 0.4954 0.4939
21 0.0080 0.0193 0.0293 0.0439 0.0611 0.0811
22 0.4960 0.4539 0.4073 0.3800 0.3534 0.3456
23 0.0000 0.0001 0.0012 0.0024 0.0080 0.0133
24 0.2880 0.2853 0.2721 0.2775 0.2703 0.2639
25 0.0010 0.0142 0.0276 0.0438 0.0611 0.0845
26 0.0000 0.0011 0.0033 0.0070 0.0148 0.0302
27 0.0710 0.0994 0.1240 0.1482 0.1692 0.2001
Mean 0.1272 0.1298 0.1324 0.1381 0.1448 0.1534

In practical situations the researcher, analyzing a set of unbalanced data, can check initially if each cultivar
is found in at least five environments at least two of which are negative and two are positive. It should be
remembered that, the higher the level of loss the higher the least significance level.

CONCLUSION
It is possible to carry out phenotypic stability analysis of unbalanced experimental groups if the loss of
cultivars is less than 25% and distributed homogeneously in the different environments: each cultivar should
be found in at least two favorable and two unfavorable environments.
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