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With the flexibility of using the Field Programmable Gate Arrays (FPGAs) is the possibility of using algorithms that were previously validated in general-purpose computers, as well as the use of most modern processors using proper management of energy expenditure and use of resources like memory and instruction cycles, and allows the use of parallel processing to eliminate bottlenecks and computational analysis of dynamic problems of the agricultural environment. The problem of estimating a noise-free signal involves foreknowledge of system variables, which is not always perfect due to the behavior of systems is influenced by the environment in which it is and the quality of the components of sampling equipment, and may be a optimal solution for control and measurement systems. Agricultural soil tomography aims at investigating soil proprieties as water and solute transport, soil porosity, soil contents, root growing and humidity. For a better analysis about these proprieties, an image quality is required. Previous works focused on image filtering or in the use of filters specialized in Gaussian process estimation and in an implementation in general purpose computers that have high processing power and memory but with a processing time depends on the resolution of the data to be acquired and the number of neurons in the neural network. This paper presents formulations for the use of unscented Kalman filter with neural networks in a joint estimation filtering (a filter for state and weight estimation) implemented in an embedded system with the objective of obtaining better quality in the signal / noise relation of the tomography projections. The aim of this work is to use the filter on a dedicated system as an invisible module to receive and filter the projections.
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I. INTRODUCTION

WIDELY USED in medical areas, the use of Computerized Tomography (CT) in soil science has been introduced by Petrovic, Siebert and Riek [1], Hainsworth and Aylmores [2] and by Crestana [3]. Petrovic has shown the possibility of using an X-ray computed tomography to measure the density of soil volumes, while Crestana has demonstrated that CT can solve problems related to studies of the physics of water in the soil. From these studies, it led to a project involving the development of a tomography to soil science [4] [5]. The use of the computer tomography is essential for the image reconstruction from projections.

The application of CT for the investigation of soil physics properties in grain and pore levels is important to the water and solute transport study in this environment, particularly in non-saturated regions, as well as for the interaction investigations of soil and roots. Combined with other conventional techniques as neutrons probes, gravimetry, gamma and X-ray direct transmission, tracers, optical microscopy, electron microscopy scanning, mercury intrusion and other similar ones, it contributes greatly to resolve diverse problems of soil area. The results were obtained in a millimeter order scale, while various answers are expected in particle, macropore and micropore levels [6]. In the visualization of a tomographic image there is the presence of granularity, which is significant in the viewing of objects in low contrast. This granularity may be considered as a fake detail in image.

Besides, the use of X-ray computer tomography requires, as its application, the use of digital filters. They are necessary since the studied signal is represented discretely and due to the ability to treat an adaptive approach to promote a best filtering. One of them is the Kalman filter. This mathematical tool developed based on concepts such as (hidden) Markov chains [7], Bayesian estimation among others. It has the ability to obtain future and hidden states given the observation and to improve with the other techniques of estimation. In this paper is used as artificial neural networks, but can be applied either in genetic algorithms. These filters are seen as extensions of nonlinear filters and changes are made directly in the equations for filter measurement and correction.

The linear filtering main characteristic is the ability to make a prediction using a known linear function. For the discrete filter the translation matrix was used, where the difference from the future state and the current state is estimated. The observed value shall be the sum of these states after being corrected by the filter. The non-linear filtering can be made through the use of a nonlinear function for this estimation. This is done with the use of neural networks that promote a non-linear mapping and the use of the filter to estimate the neural network weights.

The techniques used in artificial intelligence and in estimation with Kalman filter are used to increase its filtering...
power to solve problems of higher orders. To determine the behavior of a function, it can use its own filter to perform a linear prediction or make a non-linear prediction using neural networks. Previous works focused on the use of Kalman filter in tomographic projections and presented the algorithm efficiency and quantifies the results using linear estimation or artificial neural networks [8] [9] [10].

The main source of noise in CT images is quantum mottle, defined as the spatial and temporal statistical variation in the number of X-ray photons absorbed in the detector. Other types of noise present in CT images are the rounding errors in the program of reconstruction (noise of the algorithm) and the electronic noise attributed by the system displays. Electronic noise can originate in not ideal electronic devices, such as not pure resistors and capacitors, not ideal terminal contacts, current leakage transistors, Joule and can also be independent of the signal, such as external interference (electrical or even mechanical) [11] [12] [13] [14].

The use of Kalman filter using the unscented transform for tomography projections is usually called Unscented Kalman filter (UKF) and it is presented with a solution with artificial neural networks (ANN) in dual estimation. The dual estimation consists in a two filters where one estimates the states and other estimates the weights for ANN [15]. For the application in embedded system, two filters may use a lot of system resources. Other problem is the filter stability. The dual estimation with UKF filter presents itself in a better stability than joint estimation, but with the use of square-root modification in UKF, the joint estimation become more reliable.

The unscented Kalman filter is similar to the extended version [16]. The distribution of states is represented by a Gaussian random variable, but is now specified using a minimum of sampling points sets chosen carefully. The sampled points capture the true mean and covariance of random variable and when it propagates through a truly nonlinear system, it captures the mean and covariance accurately to promote a third order estimation for any nonlinearity. Thus, this is done through the use of unscented processing.

This method differs from the general methods of sampling (Monte-Carlo methods such as particle filters), which require orders of magnitude with more sample points in an attempt to define and propagate the state (possibly non-Gaussian) distributions. The unscented approaches result in more hits for the third order for Gaussian inputs for all nonlinearities.

The UKF don't need calculate Jacobian or Hessians matrices; in addition, the calculation total numbers are the same of extended filters related to nonlinear controls that require feedback from the states. In these applications the dynamic model is a physically based parametric model, which assuming is known.

Due to numerical instability related to the filter noise, and the use of the Cholesky factorization to determine the square root of probability matrix, Rudolph van der Merwe and Eric A. Wan have developed the square-root unscented Kalman filter (SRUKF) [17], which allows better control variance matrix values, bypassing the problem of becoming a negative or indefinite matrix.

With the knowledge of non-linear function of the process and a Kalman filter that supports non linear functions is possible to get a significant improvement in the signal. One solution is to use a neural network to promote a better function of the mapping process, reducing the noise present in the projections. For an estimation of the weights of the neural network together with the estimates of the states, we can use two methods of filtering: the joint estimation and dual estimation. These arrangements for determining the filtering initial weights are known, the next state is obtained in a linear mapping with the previous one.

Neural networks are composed of a network of parallel and distributed processing units interconnected in simple non-linear layer arrangements. Parallelism, modularity and dynamic adaptation are the three main characteristics typically associated with RNNs. An architecture based on reconfigurable computing can be well exploited to rapidly reconfigure and adapt weights and topologies. The use of a greater number of neurons is still a challenging task because the algorithms are rich in RNA and multiplications are really expensive to implement in an FPGA multiplier with fine granularity. Using the reconfigurability of FPGAs, there are strategies to implement ANNs in FPGA inexpensive and efficient.

Applications for the use of FPGAs is present in various areas include digital signal processing, medical imaging, computer vision, speech recognition and others areas. With the increase of their sizes, capacities and speeds, they began working with wider functions and are in market for complete systems on processors. Applications can be found in any area and algorithms that can be used for use of parallelism are easily found to apply in its architecture. They are used in conventional high-performance computing where computational kernels such as FFT and convolution are performed on the FPGA instead of a microprocessor. The use of FPGAs for computing tasks is known as reconfigurable computing [18].

The use of Kalman filters in FPGAs is approached only in its extended version, not yet applied to filters in conjunction with neural network implementations or even newer ones as the Unscented Kalman filter that has a better efficiency than the filter functions in extended fully nonlinear not need linearization. The implementation costs are lower by not needing to be calculations of Jacobian and hessians who always demand high processing cost and not always a viable solution is found, and the use of memory is much reduced because it is an online learning where the number of neurons and layers can be very small compared with the filter off-line learning and training based on backpropagation.

FPGA is a semiconductor device containing logical components (logic blocks) and programmable internal connections. These blocks can be programmed to act as logic gates (AND, XOR) or complex functions that can be combined as decoders / encoders or mathematical functions. In most FPGAs, the logic blocks also include memory elements, which can range from simple flip-flops to complete blocks of memory [19].

The use of parallelism in the FPGA allows a considerable throughput even on a 500MHz clock below. The current generation can implement about 100 floating point units in a single clock cycle. The flexibility allows even higher performance by trading precision and range in the number...
format to a larger number of parallel arithmetic units [20]. The adoption of FPGAs in a high-performance computing is currently limited by the complexity of the project compared to conventional software and has a fairly long time to wait 4-8 hours after minor changes to source code.

Details of unscented Kalman filter implementations and modeling are shown in section 2. Section 3 presents a comparison of the results obtained by the filters. Finally, section 4 presents the conclusion.

II. METHODOLOGY

The equipment utilized is a CT mini-scanner tomography scanner developed at Embrapa Agricultural Instrumentation. The data acquisition process of the CT mini-scanner tomography provides a matrix with the sample values of projections. For the modeling process, it considers a matrix row that, by convention, is named sum ray. This signal is composed of various incidences with variable and non-deterministic values, whose amplitude is given by

$$I_{m}[n] = I_{o}e^{-μd},$$  \hspace{1cm} (1)

where $d$ is the distance traveled by the photon ray within the evidence body, $μ$ is the attenuation coefficient, $I_{o}$ is the free beam counting and $I_{m}$ is the projection $n$ attenuated beam.

In previous works, it were used two estimation states for linear filtering based in the discrete Kalman filter limitations. The UKF allow working with three estimation states leading a new filtering level. The new system equations are

$$
\begin{bmatrix}
P_{th}[n] \\
I_{m-1}\delta(n-m) \\
I_{m-2}\delta(n-m-2)
\end{bmatrix} =
\begin{bmatrix}
1 & 1 & 1 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
P_{th}[n] \\
I_{m-1}\delta(n-m) \\
I_{m-2}\delta(n-m-2)
\end{bmatrix}
+ 
\begin{bmatrix}
0 \quad 1 \quad 1 \\
0 \quad 1 \quad 1 \\
0 \quad 0 \quad 1
\end{bmatrix}
\begin{bmatrix}
I_{m-1}\delta(n-m) \\
I_{m-2}\delta(n-m-2)
\end{bmatrix}
$$  \hspace{1cm} (2)

The Kalman filter can be a nonlinear function and train parameters (weights). There is then the possibility of using a mapping function with neural networks where the filter trains the neurons and moves to a stable system where the weights are estimated and the mapping function has the lowest error rate possible. This filter allows working with higher orders (with the accuracy equivalent to the expansion of third order Taylor series), while the filter, in its extended form, works only with second order functions.

For a weight estimation of the neural network together with the states estimation, it is possible to use two methods of filtering: the state estimation and the dual estimation. The arrangements for determining the filtering initial weights are known, the next state is obtained in a linear mapping with the previous state. Thus, it has:

$$x_{n+1} = f(x_{n}, W_{r}, v_{r})$$  \hspace{1cm} (4)

Then, a Kalman filter to estimate the states and a Kalman filter to estimate the weights are used. This filtering allows the application in a system where the dynamics of status is unknown or chaotic (non-deterministic). Then it has a filtering system with joint estimation that can be written as

$$[P_{th}[n]] = [f(P_{th}[n-1], W, v_{r})]$$  \hspace{1cm} (5)

$$P_{th}[n] = h(P_{th}[n], n_{k})$$  \hspace{1cm} (6)

where $W$ is the weight for the ANN.

The Kalman filter was developed in the MATLAB environment that allows you to use functions developed and optimized for mathematical calculations, avoiding bottlenecks and better memory management. MATLAB (Matrix Laboratory) is high performance interactive software aimed at the numerical calculation. MATLAB integrates numerical analysis, calculation with arrays, signal processing and building graphics easy to use environment where problems and solutions are expressed just as they are written mathematically, unlike traditional programming [21].

MATLAB is an interactive system whose basic element is an array of information that does not require scaling. This system allows the numerical solution of many problems in a fraction of the time it takes to write a similar program in FORTRAN, Basic or C. Moreover, the solutions of problems are expressed almost exactly as they are written mathematically.

To simulate an input used to read a system variable (a vector) with the projection of data stored. The algorithm is an adapted function embedded in Simulink as a block. This block has only inlet and outlet. Despite being more practical, such a function could appear closed several bottlenecks, but also causes some functions and operations in MATLAB code run more efficiently in the translation to HDL due to the logical blocks are already optimized for this translation, as for example, the blocks designated by the manufacturer of the FPGAs. From this reading of the data, the algorithm does the filtering of data and stores it in another variable vector of filtered projections.

To design an FPGA, is necessary to configure it (or schedule it), choosing as the chip will work with a logic circuit diagram or a source code using HDL (hardware description language). The HDL enables easy handling large structures work because you can specify them numerically rather than having to draw them by hand all the parties. Moreover, the schematic entry allows a closer specification required.

The purpose of translating the code in MATLAB for a similar code in HDL using the tool itself in this MATLAB's Simulink. Simulink is a tool for modeling, simulation and analysis of dynamic systems. Its primary interface is a graphical diagramming tool for blocks and blocks of customized libraries. The software offers tight integration with the rest of the MATLAB environment. Simulink is widely used in control theory and digital signal processing design and simulation for multi-domains. Along with Real-Time Workshop, the Simulink can also automatically generate C code for implementing real-time systems. With increased efficiency and flexibility of this tool, it is increasingly adopted in production systems and embedded systems design for its flexibility and rapid iteration. The code created by Real-Time Workshop is efficient enough to be used in embedded systems.

The source files can be saved in the FPGA through software developed by the manufacturer through the various stages that produce a file. This file is downloaded to the FPGA through a serial interface or an external memory device such as an EEPROM.
III. RESULTS AND DISCUSSION

As the Kalman filter works on a white noise process it takes up the value of variance Q, which determines the degree of confidence in the process while the value of variance R determines the degree of noise system. To measure the quality of filtering, different types of phantoms and soil samples were used.

First, it was used calibration phantoms to test the filters performance and compare the results of joint estimation with the linear estimation of three states. The phantoms used were homogeneous, heterogeneous with several different substances (four different substances in addition to the Plexiglas) and another type with a different material from Plexiglas. A fourth sample was prepared with sand grains placed in the Plexiglas. The last three samples were taken from different soil types.

The comparison between the filters is required to validate the power of estimating the noise-free signal with the use of ANNs against the use of linear estimation.

The results were generated using data already present in the form of files. The filter was used in MATLAB, but was validated using the MATLAB’s Simulink (Figure 1). Data were normalized to 0 and 1, because the activation function of hidden layer ANN is a sigmoid function, so values between 0 and 1 are the recommended range for this type of network.

For filtration of phantoms was always used for the value 1 for the variance R. Since the Q value varies with the degree of filtration required. The variance Q determines the proximity between the projections. A high value that will be recognized as the noise signal, while a low will cause there is an excessive smoothing. For the calibration phantoms, we used the values of Q equal to 0.1 and 0.5 for the linear filtering and filtering with ANN respectively. For phantoms with soil samples, 0.001 and 0.05 were used because they present a different and due the larger amounts of data between intervals because theses phantoms having been acquired in a micro tomography.

For each entry in the filter, the signal was doubled because the sample size is small for the total convergence of filter and to remove estimation errors during the learning phase of the filter. In the end, we applied the algorithm to leave the RTS filtering more homogeneous final value of the original. In the end, all the filtered projections are meeting again in matrix form and is performed to image reconstruction. Due to the reconstruction filter applied, distortion may occur.

The results obtained by applying the filter to the calibration phantoms can be seen in Figure 2.

![Figure 1 - Implementation using MATLAB’s Simulink. The filter is being implemented, primarily, using embedded MATLAB function to analyze the type of code to be generated in HDL. After this stage, it will use the blocks provided by MATLAB and the FPGA manufacturer. These blocks are important because they will control the flow of data from the tomography scanner and organize them, generating a file with the data collected and filtered.](image1)

![Figure 2 - Results using the SRUKF in calibration phantoms: (a) homogenous phantom, (b) heterogenous with a substance in Plexiglas (c) heterogenous with five substances.](image2)
between the peaks of maximum and minimum.

To get a better view of the noise affecting the system, it was used a sample prepared in the laboratory with sand grains. In it can clearly see the noise as spikes upward or downward. Although discrete, these noises are quite confused with the signal. The linear estimation filter ends up accepting these peaks as noise-free signals while the joint estimation with ANN can keep a more accurate estimation. The results from this sample can be seen in Figure 3.

![Figure 3 - Results using the SRUKF in prepared sample with sand grains.](image)

The phantom was used that contained sand grains to determine the best values of Q and R for the other sample of micro tomography. As it has well defined grains, was chosen values that ensured a better image, clean and detail present. Applying these values to the soil samples were obtained the following results found in Figure 4.

After filtering the projections, the images were reconstructed with backprojection algorithm. The generated images are displayed in figure 5.

In the images it's possible to see unique detail richness, but a large noise presence in granular form too. In a soil sample, a set of grain in dark colors can be confused with micropores. A presence of grain in the lighter shades can be confused with material presence, hiding the micropores. In the images reconstructed using the linear estimation filter with one senses a strain at the bottom of the samples. This defect is provided by the estimation error that ends up leaving the images with different tones. In the reconstructed images where the filter was applied in the joint estimation, the tones are presented in a uniform manner. As in other figures, one can see the errors of estimation of the linear filter and the choice of values where the peaks of the samples. The UKF in joint estimation presented with a best estimate, always following the behavior of the noise-free signal and not the noisy signal.

The results were as expected and have, to some extent, the same visual results for the implementation of unscented and basic filters, proving that the characteristics of Poisson noise can be mapped by a neural network, where the complexity to understand the process of equations deeply can be replaced by an iterative intelligent system, able to find new sensor features over time (difference in temperature, equipment aging and new mechanical structures).

The results with soil sample show the joint estimation can reach a better image due to the presence of image details and no blurring effects in the sand grains.

![Figure 4 - Results using the SRUKF with soil samples.](image)

IV. CONCLUSION

The unscented Kalman filter uses the resources for the creation of sigma points in the mean and around it, making a better mapping of the variance behavior excluding the need for calculations with matrices of linearization. The filter implemented in this work has several feature clusters: Increased use of covariance, which allows working with the signal, noises and process and system noise variances at the same time, allowing noise estimation, something that does not happen with the other Kalman filters; Use the type of filter to square root, which using the Cholesky factorization allows greater stability of the filter concerning the noise and a gain in the filter order; Freedom to use the algorithm without the need for a priori knowledge of the response functions; Accuracy equivalent to third-order functions without the need for neural networks.
The use of neural networks with this filter type allowed mapping any function, with precise estimation of results. Additionally, by checking the results of the unscented Kalman filter with neural networks in phantoms, it was possible to observe the efficiency of the filter to adapt to the chaotic features, such as heterogeneities normally present in real samples. As a pre-filtering, maintaining details in an image should be the most important objective. Nevertheless, the code for some functions such as complex Cholesky factorization and matrix multiplication are already optimized by the MATLAB. Some functions are transformed into C later in HDL, which can cause new bottlenecks, but due to its complexity, is perhaps not as efficiently as possible rewrites them in HDL. Although the system is a quote that reads data directly from memory, the system being implemented in the FPGA is expected to accumulate the projections in an array, filter them and generate an array with all the projections ready to be rebuilt. In a simulation environment, the performance of the filter has shown equivalent to the code generated in MATLAB. The algorithm still has some bottlenecks that will be optimized with the introduction of some code in HDL generated for the specialized Simulink blocks.
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