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.Abstract 

During the las t years much effort has be,:n devoted to generate knowledge 1hrough Da1a Mining 

techniques. Despite of all advances, few efforts ha ve been acldrcssc<l to c:opc with post processing 

problems. This paper is about those problems in Combinatorial Neural Moc.lei (CNM). CNM, a 

supervised learning algorithm introduced by Machado, rece_ived many improvements that mode it 

useful for Data Mining. Two main problems arc approached. The first one corresponds to the 

connicts that can emerge in the knowledge base r, incc the model acquires knowledge from 

different sources, either specialisL~ or examples. In this way, we npply the concept of extended 

negatinn, as the Boolean negation is not so natural. The second problem arises afte r arplying the 

pruning process to CN!Vl. Since the model is incremental, any part nf the knowledge base pruned 

af'icr the training process in time 1, can be important to the training process in time 1111 . 

DIHc1,t11rtli11g this p1 nncd p111 I cn11 lend lo loss nf knuwkdi;c. Cu11Sidn i11i-: llrnt ii is nnt pu.,~:ihl<' 111 

ovoid pruning, a11d thus to maintain the knowledge base untouched during nil its lifetime, we 

propose an approach to mitiga1e the problem . 

Keywords: knowledge discovery fro!Tl databases, \lata mining, neural networks, inconsistency 
handling . 
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1 Introduction 

The issue of post-processing has been frequently mentioned in Data Mining texts 

[2 , 3, 4 ] , al though few works has been addressed in this di rection, probably as a 

consequence of the model adherence of this kind of problem. In lhi s paper we 

focus on the post-processing problems of Combinatorial Neural Model (CN1v1). 

This model was proposed by Machado [8] and received many improvements · 

[ 1, 5, 9, 10, 11 , 12, 13, 14] to become suitable for Data Mining. However, there 

i.rc some problems in thi~ model that were not npproached yet. One of these 

problems arc lhe inconsislencies generated when acquiring knowledge from 

cliffcrcnl sources, either introducing bnckgrouncl knowledge lo the model or 

learning from examples. Another problem is the knowledge loss caused by the 

pruning process. In the next sections, after describing the CN1v1, we discuss each 

of these problems, specifying our approach to deal with them. 

2 The Combinatorial Neural Model 

CNM (see Fig. 2.1) is a hybrid architecture for intelligent systems that integrntes 

symbolic and connectionist computational paradigms. This model is able to 

recognize regularities from high-dimensional symbolic data, performing mappings 

from this input space to a lower dimensional output space. Another important 

advantage of CNM is that the model overcomes the plasticity-s labilily dilemma 

[6, 7]. 

CNM uses supervised learning and a feedforward topology with one input layer, 

one hidden layer - here called combinatorial layer - and one output layer. Each 

neuron in tl~e input layer corresponds to an evidence (denoted bye) of lhe world, 

expressed in un object- nllrilutlc-vuluc fonu . 111 lhc co111bi11ulori11l lnycr there arc 

aggregative fuzzy AND neurons (denoted by c) , each one conncclcd to one or 

more neurons in the inpul layer by arcs with adjustable weights . The output layer 

contains one aggregative fuzzy OR neuron (also called hypothesis and denoted by 

h) for each possible class, linked to one or more neurons of the combinatorial 

layer. The synapses may be excitatory or inhibitory and arc characterized by a 

strength value (weight) bc1wcen zero (not connected) and one (fully connected 

synapses). 
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The network is created completely uncommitted, according lo the.following steps : 

(a) om: neuron in the input layer for each evidence in the training set; (b) one 

neuron in the output layer for each class in the training set; and (c) for each 
I 

neuron in the output layer, there is a complete set of hidden neurons in the 

combinatorial layer which corresponds to all possible combinations of 

connections with the input layer. Actually; in order to reduce lhe combinatorial 

explosion;_lhe author recommends to adopt the magic number of Miller [8] 

(seven plus or minus two) for the maximum size of the combinations. Moreover, 

combinations with size one Uust one neuron in the input layer) arc connected 

directly to the hypotheses.Thus, the combinatorial layer keeps the connections 

with length between two and nine . 

The learning mechanism works in one iteration, and it is described below. Note 

that we arc applying t11e learning mechanism to a topology (with the three layers) 

already built in one previous step. 

PUNJSJIMENT_&_REWARD_LEARNING_RULE 
· .,, 

input: set of examples E and the network topology 

output: trained network 

processing: 

begi11 

for each example from E, do 

e11d_begi11. 

ASAI 2001 

propagate the evidence beiiefs from input neurons until the 

hypotheses layer; 

for each arc reaching a hypothesis neuron, do: 

if the reached hypothesis neuron corresponds to the correct class 

of the case 

rlwn backpropagme from this neuron until input neurons, 

increasing the accumulator of each traversed arc by its 

evidential flow (R~ward) 

else backpropagate from the hypothesis neuron until input 

neurons, decreasing the accumulator of each traversed arc 

by its evidential flow (Punishment). 

endJo r; 
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After training, the value of accumulators associated to each arc arriving to the 

output layer will be between [-T, T], where Tis Lhc number of cases present in 

the training set. The last step is the pruning of the network; and it is performed 

through the following actions: (a) remove all arcs whose accumulator is lower 

than u threshold (specified by a specialist); (b) remove all neurons from the input 

and combinatorial layers that became disconnected from all hypotheses in Lhc 

output layer; and (c) make weights of the arcs arriving at the output layer equal to 

the value obtained by dividing the arc accumulators by the largest arc accumulator 

value in the network. After this pruning, the network becomes operational for 

classification tasks . 

Fig. 2.1. Combinatorial neura l mo<lcl 

3 Dealing with Inconsistencies 

In real cases, the pure Boolean negation is nol adequate to deal with 

inconsistencies, since a negation of a concept c is not accomplished by the siniple 

concatenation of a 11ot signal (like-,, e.g.) before the concept symbol. In the 

medical domain, where CNM was first applied, it is common to have a set of 

concepts that are incompatible among them. For example, one physician may · 

conclude by leiclummiosis on the basis of some symptoms but another physician 

may disagree in one symptom. It is necessary to deal with this not only by 

expressing an ov1:;rall probability, but also showing to the specialists the 

disagreement. The model as used docs not care about this problem. Actually, by 

computing the overall confidence (based on beliefs and disbeliefs) the model 

masks the problem. In order to cope with the contradiction posed in these terms , 

we define and treat this relation by means of the Set Theory. 

ASAI 200! 
77 



3.1 The Basic Process 

For terminology convenience, we call both evidences and hypotheses in CNM as 

conditions and define the extended negation as i11co111pat ibility among conditions . 

. IL isjusti ficd by the fact Uiut we can have conflicts among any kind of conditions 

(hypotheses or evidences) . 

First we define the notion of i11co111patibili,y with respect to two conditions. Then, 

based on this notion, it is defined the set of conditions that are incompatible with a 

specific condition. fin a lly, we define the set of conditions that arc incompat ible 

with another set of conditions. This definition is necessary, since we are interested 

in identifying inconsistencies in rul(!s, which can involve many conditions. 

Defi11itio11 I : Incompatibility - A condition y is incompatible with a condition x if they 

cannot be simultaneously true. 

Defi11iti01i 2: Incompatibility class of p: conditio11 x - The incompatibility class of a 
- . \ \ 

condition x, denoted by l(x), is composed by all conditions that arc incompatible 

with x . 

Definition 3: £xre11ded i11co111patibility class of the set X={x 1,x2 , . .. ,xn} - The 

extended incompatibility class of the set X={x 1,xz, ... ,x,,}, denoted by 

El(x1,Xz, . .. ,xn), is defined by the set of conditions Y=(y,. yz ... , y,,,J, where 

Y=l(x 1)u l(xz)V. .. u/(xnJ-

Naturally, the specialists must define the incompatibility classes and the system 

computes the extended incompatibility cL1~scs. The following algorithm performs 

the detection of incompatibilities, on the basis or the extended incompatibility 

classes : 

INCOMPATIBILITIES_DETECTOR_ALGORITHM 

input: Set of rules defined by a CNM and the incompatibility c lasses for all 

conditions in the rules; 

owpw: Set of rules with incompatibilities; 

processing: 

begin 

for each rule R(EJ1). with£ the, set of evidences and h the consequence, do 

if {E,!1/nEI(E.h)'i":0 report "inconsistent rule : type l"; 

eru/Jor; 

for each unordered pair of rules R 1( E 1,h1) and R2( T::2,1,~) , do 
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if E1r;;;; E2 and {E1,h1,E2.h2}nEli(E1,h1,E2,h2);,!f2J report 

"inconsistent rules R 1 and R2 : type 2"; 

endJor; 

e11d_begi11 . 

Basic~illy, the a lgo1i1hm ue1ec1s two ki nds of inconsistencies. The first one(type l) 

occurs inside the conditions of each rule. The second one (type 2) occurs between 

two rules that eventually are triggered simultaneously. 

To illustrate, suppose we have the mies: 

R 1=(( c 1,e2, e1),h1 ), 

!?2==(( c-1,e5,c6),h2}, and 

R1=(( e1.e2),h1) 

the incompatibilities: 

I1(e1)={e7}, 

l2(e-1)={ea}, 

l3(h3)={e3}, and 

I.(h2)={ e5} 

and the extended incompatibility classes of interest for us: 

Eli( e1,e2,e3,h1)={ e7}, 

Eli( e4,e5,e6,h2)={ e5,es}, 

El3(e1,e2,h1)={e3,e7}, and 

E/4( e1,e2,e3,h1,h1)={ e3,e7} 

Since e5 is part of Eli and argument for Eli, R2 is reported as" inconsistent rule: 

type l " . The pair R 1 and R.i is reported as "inconsistent rules R1 and R1: type 2". II 

happens because the evidences of R3 is a subset of the evidences in R1, and thaLeJ 

is part of £14 and argument for £'4, 

4 Preventing from Knowledge Loss 

The pruning process in CNM is based on the accumulator values in the arcs 

a1Tiving to the hypothesis neurons. By this process, the combinatorial neuron in 

which the connection to the hypotheses layer has an accumulator value smaller 

than a pre-defined threshold is discarded. All arcs arriving to this neuron are also 

discarded. For example, applying the training set in Table 1 to the CNM in 

Fig. 4 .1 (the corresponding mies are shown in Table 2) we obtain the model in 

Fig. 4.2. 
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Fig. 4. 1. Example of a CNM 

Tul,le 4.1. Training sci 

Case Symptom Disease 

1 e2, e3 

2 e2, C3 h1 

3 e2, e3 

4 C2, C4 

5 C2, C4 

6 e2, e4 

7 C2, e4 

8 e2, C4 
h2 

9 C2, C4 

10 C2, C4 

11 e2, C4 

12 C2, C4 

13 Cz, C4 

,Table 4.2. Rules corresponding to Fig. 4.1 

Tel. 
I 
2 
3 

Rule 
If e 1 and e2 Then h 1 

If e2 and c3 Then h1 

If e3 and C4 Then h2 

Fig. 4.2. Example after updating 
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Considering a threshold of 8, which is reasonable in face of the lower and upper 
bounds of Lhe accumulators, the new shape for the CNM is depicted in Fig. 4 .3. The 
corresponding rules are shown in Table 3. 

Taulc 4.3. Rules corresponding to Fig. 4 .3 

Id. 
1 

2 
3 

Rule 
If e 2 and e3 Then h 1 

If c 2 and e 4 Then h2 
If e4 Then h1 

Fig. 4.3. Example pruned after updating 

Comparing Tables 2 and 3, we note a drastic change in the knowledge, making 

established beliefs to disappear completely. This change may represent a valid 

knowledge update, exhibiting a non-monotonic characteristic of CNM, or maybe 

an inconsistency. In any case, it is necessary lo review all decisions depending on 

the changed knowledge. Ideally, it would be interesting to avoid pruning, and 

keep all accumulators, l.ince any of them can play an important rule in next 

updating. Therefore, in consequence of computational limitations, the pruning is 

unavoidable. To mitigate the problem, we propose a solution that keeps track of 

two states s, and s1+ 1 of the knowledge base, and submit the modifications lo the 

user judgment. lt works like an alann to support the user in reviewing her(his) 

beliefs. 

Our solution for this problem consists in obtaining the set lJ =:! lli+I - IJ; which 

contains the modifications that has occurred in knowledge base D from instant i+l 

to i. This operation is accomplished by the following algorithm: 

KNOWLEDGE_CIJANGJNG_ALGORITHM 

inpw: Knowledge bases D;+J and B1; 

owpw: Set D of differences between D;+J and Di; 

processing: 

begi11 
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for each hypothesis h in B;+J and B1 create Li+1 and L;, respectively, lists of 

a ll rules in lJ;+J and B; thac have has consequence; 

compare L;+J ~mi L;, creating D, with the following content: 

report new knowledge for the rules in L;+J but not in L;; 

report lost knowledge for Lhe rules in L; but not i!"l L;+1; 

endJor; 

end_begin. 

5 Discussion 

CNM_ has been adopted with success for learning from examples, being able to 

start from scratch or loaded with background knowledge from specialists . Despite 

of the practical results, no work had been presented to cope with post-processing 

of the model. We have identified important problems that can affect the 

knowledge quality. Namely, we approached the consequences of the pruning 

process in the incremental nature of the model and the lack of an adequate 

solution lo face the occurrence of conflicts resulting from acquiring knowledge of 

disparate sources . 

The highlighted incremental characteristic of CNM should make it always able to 

learn from new examples. Actually, when new examples are considered, it would 

not be necessary to pass the whole data set which originated the model. However, 

due to the prunihg process, part of the structure (with accumu lator values smaller 

than a threshold) is discarded. There is no reason to believe that the knowledge 

represented by the pmned part will not be important in future to sum with new 

evidences. It is possible that, with the application of new examples, the 

accumulators of that part have values greater or equal to the threshold. To be 

really incremental, CNM should never be pruned, what is unfeas ible, considering 

the requirements of performance. Our solution in conlrulling :he changing in 

knowledge between two training steps can, at least, reduce the problem . 

With re·spect to the conflicts among conditions in the model, we adopted the 

notion of extended negation that 'we regard as more adequate than the simple 

Boolean negation. By applying this notion, the system can identify conflicts 

among _sets of conditions, instead of only the connict of a symbol cp and its 

negated fcinn -,qi. The inconsistencies reported by the system can be useful in a 
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consent phase in which the specialists have Lo clear up any kind of inconsistency, 

either in the examples or among themselves. 
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