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Abstract: Crop segmentation, the process of identifying and delineating agricultural fields or specific
crops within an image, plays a crucial role in precision agriculture, enabling farmers and public
managers to make informed decisions regarding crop health, yield estimation, and resource allocation
in Midwest Brazil. The crops (corn) in this region are being damaged by wild pigs and other diseases.
For the quantification of corn fields, this paper applies novel computer-vision techniques and a new
dataset of corn imagery composed of 1416 256 x 256 images and corresponding labels. We flew nine
drone missions and classified wild pig damage in ten orthomosaics in different stages of growth using
semi-automatic digitizing and deep-learning techniques. The period of crop-development analysis
will range from early sprouting to the start of the drying phase. The objective of segmentation
is to transform or simplify the representation of an image, making it more meaningful and easier
to interpret. For the objective class, corn achieved an IoU of 77.92%, and for background 83.25%,
using DeepLabV3+ architecture, 78.81% for corn, and 83.73% for background using SegFormer
architecture. For the objective class, the accuracy metrics were achieved at 86.88% and for background
91.41% using DeepLabV3+, 88.14% for the objective, and 91.15% for background using SegFormer.

Keywords: crop segmentation; drones; precision agriculture; semantic segmentation

1. Introduction

The process of crop segmentation, which entails the identification and delineation of
agricultural fields or specific crops within an image, is a key factor for precision agriculture.
It can empower farmers and managers with the data necessary to optimize crop health,
yield predictions, and resource distribution decisions [1,2]. In the agricultural sector, the
use of image-processing and computer-vision technologies has expanded significantly due
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to the decrease in equipment costs, the rise in computational capabilities, and a growing
interest in methods of non-destructive food evaluation [3].

For the segmentation research field, the use of Convolutional Neural Networks
(CNN) is a hot topic [2,4,5]. CNNs are a type of deep-learning model specifically de-
signed for processing structured grid data, such as images. They are composed of layers
that apply convolution operations, which, through back-propagation mechanisms, adap-
tively learn spatial hierarchies of features from input data. CNNs are useful because
of their prowess in capturing spatial features within images if compared to other meth-
ods such as Random Forest and Support Vector Machines [6]. Nevertheless, the advent
of transformer-based architectures—distinguished by their capacity to effectively model
long-range dependencies in data sequences—has unveiled novel prospects for enhancing
image-segmentation methodologies [7,8]. In light of the evolving landscape of preci-
sion agriculture and the necessity of better resource management, there is a demand for
methodologies that are more accurate and efficient in extracting quantitative values about
crops in the field. We can refer to some important information that can be obtained with
semantic-segmentation methodologies, such as growth monitoring, yield estimation, and
disease identification [2,9].

Corn is an important international commercialized crop that is set to become the
most widely grown and traded crop in the coming decade [10,11]. Corn represents a
cornerstone of Brazilian agriculture and thrives across the Midwest and Southern regions,
mirroring the prominence of soybeans in the nation’s agricultural portfolio [12]. Enhancing
corn productivity hinges on methodical phase monitoring and the eradication of weeds
and disease infestations, particularly during the crop’s nascent stages, where the risk of
production loss peaks.

Recently, transformer network architectures have made an important improvement in
the computer-vision arena [13-15]. Unlike Convolutional Neural Networks (CNN), which
focus on local feature extraction through convolutions, transformers excel at capturing
global dependencies within data. This allows them to understand relationships across the
entire image, leading to more comprehensive feature representations [13]. This article is
dedicated to exploring how transformer network architectures and, for comparison, other
CNNs can be applied to the semantic segmentation of crops in the selected study area of
corn fields in Midwest Brazil. This research is being made on a temporally diverse dataset,
meaning that it can be used in many stages of the development of corn.

Corn cultivation faces significant development challenges, particularly from wild
pigs (Sus scrofa), which cause substantial damage by uprooting plants, consuming seeds,
and trampling crops [16]. These invasive animals not only reduce crop yields but also
spread diseases to both crops and livestock, leading to economic losses for farmers [17,18].
Addressing this issue is crucial for the sustainability of corn farming, especially in regions
where wild pigs are prevalent and pose a recurring threat [19]. Additionally, research by
Roda and Roda [20] highlights the broader ecological impacts of wild pigs, including a 45%
decline in ground-nesting bird populations due to boar-foraging activities.

The integration of deep learning, UAV imagery, and agricultural monitoring forms an
emerging research area focused on addressing agriculture’s challenges through technology.
Highlighted in studies such as [21], the research achieved an accuracy of more than 80%
accuracy for crop yields, thus creating an efficient damage-identification workflow.

Recent advancements in deep learning have significantly enhanced the capabilities
of semantic segmentation for a great variety of applications. Studies such as those by
Chen et al. (2018) on DeepLabV3+ [22] and Xie et al. (2021) on SegFormer [13] propose
robust deep-learning architectures and demonstrate the potential of these architectures to
achieve state-of-the-art results on image-segmentation tasks. These kinds of models became
known for their efficiency in handling high-resolution images and their effectiveness in
extracting and processing spatial features. They have been pivotal in advancing monitoring
techniques for many different objectives [23].
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The deployment of UAVs for precision agriculture has been explored extensively in
the literature. UAVs offer a unique vantage point, providing high-resolution imagery that
is crucial for detailed crop analysis. Works such as [4,24-26] highlight the advantages of
UAV-based imagery over traditional satellite images, including the ability to capture data
at higher spatial and temporal resolutions, which is essential for tracking crop development
and assessing damage [27].

The issue of wildlife causing damage to crops is a concern for agricultural communities
worldwide. Research such as [28-30] sheds light on the extent of damage, emphasizing
the need for effective management strategies. These studies explore various mitigation
techniques, ranging from physical barriers to the application of deterrents, and suggest the
potential for integrating UAV imagery and deep-learning models for early detection and
assessment of wildlife-induced damages [23].

Despite extensive research in each area, a gap remains in integrating deep-learning
models, UAV technology, and strategies to address negative impacts, particularly in crop
monitoring. Our approach contributes to precision agriculture by offering adaptable
methodologies for various crops and regions, advancing automated agricultural monitor-
ing. Additionally, it provides a foundation for future research in semantic segmentation,
enhancing efficiency in agricultural practices.

2. Materials and Methods

This section will present a succinct description of the techniques used in this research.
For illustration, we present Figure 1. This figure shows an example step-by-step process for
using remote-sensing data and deep learning to monitor and analyze the environment.

Model deployment
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* Mapping
* Inference evaluation

* Drones, satellites or any imagery
remote sensing platform

Visualization ‘

@ Y

Data preprocessing Model evaluation

= Metric analysis
+\isualanalysis
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Figure 1. Fluxogram presenting the phases of the workflow.

The first part of the data acquisition was conducted with a UAV in the sites presented in
Figure 2. In the preprocessing phase, the images were made into a mosaic using Metashape
software [31], version 1.5.1 build 7618 (64 bit). Then, in the feature-extraction phase, the
labeling was made with ilastik [32]. Ilastik is an interactive tool that makes it possible
to interactively annotate datasets of images. This tool has a machine-learning engine
running in the background that facilitates the laborious task of annotation. Ilastik with
a human operator was used to segment the images of this research to create the labels.
The following process of visualization and model evaluation and deployment was done
using Qgis https:/ /qgis.org, programming language Python https:/ /www.python.org,
and hosting providers such as GitHub https://github.com.

2.1. Study Area and Image Description

This research is conducted within the Cerrado Biome of the state of Mato Grosso
do Sul, situated in the central-western region of Brazil, for the year 2023. Renowned for
its significant agricultural potential, this area benefits from fertile soil, favorable climate,
and abundant freshwater resources. Mato Grosso do Sul encompasses a diverse range of
ecosystems, including savannas, tropical forests, and wetlands. The cerrado is considered


https://qgis.org
https://www.python.org
https://github.com

Agriculture 2024, 14, 2029

4of 15

to be an optimal area for the production of food, making it a hot spot for the heavily
agricultural national economy. For our analysis, we utilized a collection of Unmanned
Aerial Vehicle (UAV) mosaics covering corn plantations within the biome in a location
inside the Mato Grosso do Sul state. The locations of the mosaics are illustrated in Figure 2.
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Figure 2. Location map of the study area and mosaics used for the research.

The UAYV used for this research was a MAVIC 2 pro. The Mavic 2 Pro camera features
a 1-inch CMOS sensor with 20 MP, an adjustable aperture from /2.8 to f/11, and a 28 mm
equivalent focal length. The camera offers an ISO range of 100-12,800 for photos. The
average height of the UAV flight for this study was 40 m. Further specifications can be
found at the link: https://www.dji.com/br/mavic-2/info, access on 1 July 2024.

Altitude and flight speed significantly impact image resolution. Flying closer to the
target improves resolution, but higher speeds generally result in less overlap between
images, leading to a mosaic with fewer data points. Balancing these factors is crucial
for achieving high-quality imagery while ensuring sufficient overlap for constructing a
detailed mosaic, which is key for accurate segmentation and analysis in this study.

With the data collected by the UAV, nine orthomosaics were created. The data were
gathered across multiple growing seasons, offering a temporal depth that can enrich the
understanding of crop dynamics in the region. This temporal component allows for the
observation of crop-growth stages, yield variations, and the impact of environmental
factors on agricultural productivity and the health of the environment. Corn growth can be
monitored using a variety of scales, one of which is the BBCH scale [33,34]. The abbreviation
BBCH derives from the names of the originally participating stakeholders: “Biologische
Bundesanstalt, Bundessortenamt und CHemische Industrie”. The BBCH scale is utilized
to identify the phenological development stages of plants [33,35]. BBCH scales have been
established for various crop species, assigning identical codes to similar growth stages
across different plants. The scale ranges from 0 Germination to 9 Senescence, which is the
last stage of aging.

We present more technical data about the dataset in Table 1. Ground-sampling distance
(GSD) represents the distance between the centers of two adjacent pixels. The area is
represented in hectares (ha). BBCH is the corresponding BBCH scale and Image Sample is
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a presentation of what image is being represented at the chosen scale. We can see that we
do not have scale mark of 9, and we have a different area of study for each scale. This will
certainly pose an impact on the training phase of the model while the network is trying
to identify the target object and will have more data on one kind of object and less on the
other since an under-sampling was not performed.

Table 1. ID, GSD, Area, growth stages, and image samples of the data used in the study.

Image GSD (cm) Area (ha) BBCH Image Sample

1 2.10 1.03 1
2 2.60 1.71 2
3 3.00 1.99 3
4 3.00 1.98 5
5 2.00 1.32 4
6 2.55 1.63 5
7 3.00 1.90 5
8 1.85 1.09 7

9 1.91 1.03 8




Agriculture 2024, 14, 2029

6 of 15

2.2. Experimental Setup and Data Processing
2.2.1. Dataset

The process of obtaining annotations for the class of interest used in the dataset
is detailed in the “Workflow” subsection. Based on this, the 10 orthomosaics of corn
fields mentioned in the subsection “Study Area and Image Description” were cropped
in patches of 256 x 256 pixels each. These cropped images constituted the dataset for
this study, which was divided into training, validation, and test sets with proportions
of 70%, 15%, and 15%, respectively. It is important to mention that images lacking
any areas with the relevant class were removed from the dataset. Consequently, the
dataset was composed of a training set with 992 image patches, a validation set with
212 image patches, and a test set with 212 image patches, each measuring 256 x 256 pixels.

2.2.2. Deep-Learning Architectures

Fully Convolutional Networks (FCN) are a type of Convolutional Neural Network
(CNN) designed for pixel-wise prediction tasks such as semantic segmentation. Unlike
traditional CNNs that end with fully connected layers, FCNs use only convolutional
layers, allowing them to handle input images of arbitrary size. FCNs replace the fully
connected layers with convolutional layers, enabling end-to-end learning and inference.
The architecture involves a series of downsampling (pooling) layers to extract features,
followed by upsampling layers to produce a dense prediction map that matches the input
image size [36].

DeepLabV3+ is an advanced semantic-segmentation model that builds on the DeepLab
family of models. It incorporates several improvements, such as the Atrous Spatial Pyramid
Pooling (ASPP) module, which uses atrous (dilated) convolutions at multiple scales to
capture multi-scale context, and the encoder—decoder structure. The encoder captures rich
semantic information, while the decoder refines the segmentation results, especially around
object boundaries. DeepLabV3+ achieves high performance on segmentation benchmarks
by effectively balancing accuracy and computational efficiency [22].

SegFormer is a recent model designed for semantic segmentation that utilizes a
transformer-based architecture. Unlike traditional CNN-based models, SegFormer em-
ploys transformers to capture long-range dependencies and global context effectively. It
combines hierarchical features from multiple layers of the transformer encoder, ensuring
both high-resolution details and semantic richness. SegFormer is known for its efficient
design and strong performance across various benchmarks, demonstrating the potential of
transformers in dense prediction tasks [13].

2.3. Hyperparameters

Various training strategies were implemented, which included modifications to the
dataset and adjustments to each model’s parameters. The goal was to evaluate and com-
pare the effectiveness and advancements of the models in relation to these changes. In
the SegFormer model, the Mix Transformer-B5 (MiT-B5) served as the backbone, and Seg-
formerHead was set as the head, whereas the DeepLabv3+ model employed ResnetVic as
its backbone. Furthermore, the DepthwiseSeparableASPPHead was designated as the head
for the DeepLabv3+ model, and the FCNHead was set as the auxiliary head. Lastly, the
FCN model also used ResnetV1c as the backbone and FCNHead as the model’s head.

Additionally, the training process utilized the AdamW optimizer [37] for SegFormer
and DeepLabv3+ models and SGD optimizer [38] for the FCN model. The learning rate
was kept consistent across all training variations, set at 6.0 x 10~ for the SegFormer and
1 x 1072 for the alternative models. All the models underwent training for a total of
40k iterations. Furthermore, all models were trained using CrossEntropy Loss, with the
weight set to 1.0 for SegFormer and DeepLabV3+ and a weight of 0.4 for FCN throughout
all training sessions. The model’s performance was evaluated using the metrics accuracy
and Intersection over Union (IoU) ensuring a comprehensive analysis, even for complex
and imbalanced datasets.
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2.4. Processing and Repository

The experiments were conducted on the Google Colaboratory (Colab) platform with
Intel(R) Xeon(R) CPU @ 2.20 GHz, 16 GB memory and A100 GPU. We used Pytorch (Pytorch)
and the semantic-segmentation toolbox MMsegmentation [39] for the model design. For
future reproductions of similar procedures, a repository with the code configuration was
created https:/ /github.com/Jose- Augusto-C-M/crop_image_deeplearning_segmentation,
access on 1 August 2024.

3. Results
3.1. Quantitative Evaluation

This section presents the quantitative results of the study, using the cited metrics to
evaluate the performance of the proposed network architectures in segmenting crops at
different developmental stages. The results for the inference on the test set are in Table
2. The table presents the median of the Intersection over Union (IoU) and Accuracy (Acc)
metrics for three different semantic segmentation networks—Deeplabv3+, SegFormer, and
FCN—across two classes—corn and background. mloU is the mean IoU for the training
checkpoints and mAcc is the mean accuracy for the training checkpoints. For each Network,
we have 40,000 epochs, and the checkpoints are at 5000 epochs.

Table 2. Quantitative results for the selected networks. Blue colors represent the biggest values, and
red colors are the worst.

Network fen DeepLabV3+ Segformer
Metric\Metric Corn Back Corn Back Corn Back
mloU 65.14 73.27 80.62 83.88 81.72 84.73
mAcc 77.93 85.37 89.12 91.36 90.09 91.64

As shown in Table 2, Deeplabv3+ demonstrates strong performance for both the corn
and background classes, achieving an mIoU of 80.62 for corn and 83.88 for background.
The accuracy is particularly high for the background class, reaching 89.12%. SegFormer,
on the other hand, exhibits the highest mloU and mAcc for the corn class at 78.81, indi-
cating an edge over Deeplabv3+ in this segmentation task. FCN lags behind the other
two networks in both IoU and accuracy for both classes. Overall, SegFormer outperforms
the other networks in terms of mloU and mAcc for both classes, making it the best choice
for segmentation tasks in this context. Deeplabv3+ is a strong performer, especially for
the background class, where it achieves good accuracy. FCN demonstrates the weakest
performance among the three networks, indicating it may not be the best choice for this
particular segmentation task.

The loss graph is a visual representation of how the model’s loss function evolves
throughout training. The loss function quantifies how well or poorly the model’s predic-
tions match the actual ground truth labels. During training, the goal is to minimize this loss,
leading to a model that makes more accurate predictions. Figure 3 presents the loss values
of the analyzed networks during the training phase. FCN had a higher minimum and exhib-
ited more fluctuations, which might suggest sensitivity to the training process. DeepLabV3+
shows a stable loss towards the end but with a slightly higher baseline, suggesting it is
still learning or possibly encountering minor challenges in fine-tuning. SegFormer shows a
lower final loss, indicating a potentially better fit than the other two. Several techniques
were used to improve model performance, such as dropout to prevent overfitting, data
augmentation methods like RandomResize, RandomCrop, and RandomFlip, and tuning of
hyperparameters, including the learning rate and the AdamW optimizer. The CrossEntropy
loss function was applied to emphasize penalties on target classes during training.
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For a more profound analysis of the network training on our target class, a two-
factor ANOVA without replication assesses the impact of epochs and different network
architectures on the Accuracy (Acc) metric in Table 3. The results show that while the “Rows”
factor, representing the combination of epochs and architectures, does not have a statistically
significant effect (F = 1.0256, p = 0.4556), the “Columns” factor, representing the different
network architectures, has a highly significant impact (F = 425.3365, p = 2.92 x 10~'3). The
very low p-value for network architectures suggests that the choice of network is crucial in
influencing the accuracy outcomes, whereas variations in epochs within this range appear
to have less effect.

Table 3. Two-factor ANOVA test of the accuracy metric for the different networks and epochs.

Epochs Metric Count Sum Mean Variance
5000.00 Acc 3 254.77 84.9233 43.4802
10,000.00 Acc 3 257.99 85.9967 35.2816
15,000.00 Acc 3 259.34 86.4467 42.2014
20,000.00 Acc 3 257.14 85.7133 47.8814
25,000.00 Acc 3 258.91 86.3033 42.7900
30,000.00 Acc 3 255.12 85.0400 64.8673
35,000.00 Acc 3 256.91 85.6367 49.1480
40,000.00 Acc 3 256.9287 85.6429 45.5073
fen 8 623.4561 77.9320 1.2618
DeepLabV3+ 8 712.93 89.1163 0.5110
segformer 8 720.7227 90.0903 0.8246
Source of Variation SS df MS F p-Value F crit
Rows 6.1634 7 0.8805 1.0256 0.4556 2.7642
Columns 730.2960 2 365.1480 4253365 292 x 10713 3.7389
Error 12.0189 14 0.8585
Total 748.4783 23

3.2. Network Inference Presentation

In the context of using deep learning for the semantic segmentation of corn crops, the
inference process refers to the application of a trained deep-learning model to new, unseen
data to make the desired predictions.

Table 4 presents the inference results using the SegFormer architecture. The networks
effectively segment the dataset, though some conflicts occur at the borders of segmented
regions. These issues likely stem from the inherent complexity and ambiguity at the bound-
aries, where the model may struggle to accurately distinguish between adjacent regions
with similar features. Additionally, as the corn matures, the network faces increasing
challenges in accurately segmenting the target class. This difficulty could be due to several
factors, with the most significant being a lack of diverse training data for the model to learn
from and potential inaccuracies during the annotation process.

Addressing these border conflicts is crucial for improving the overall segmentation
accuracy and ensuring more precise and reliable results across the entire dataset. Further
refinement of the model, such as enhancing the edge-detection capabilities or incorporating
additional contextual information, could help mitigate these issues and enhance the quality
of the segmentation.



Agriculture 2024, 14, 2029 10 of 15

Table 4. Image sample and inference results. The target class is presented with a reddish color.

Image Image Sample Inference Result

3.3. Training Dataset Size Variation Experiment

In an experiment on semantic segmentation, the training dataset size was varied
systematically to observe the impact on model performance. The experiment involved using
80%, 70%, 60%, and 50% of the total images in the dataset for training, with the remaining
portions reserved for validation and testing. As the training set size decreased, the model
had access to fewer labeled examples, which likely affected its ability to generalize. This
reduction in training data can lead to poorer feature extraction and less precise segmentation
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boundaries, as the model has less information to learn from. Table 5 shows the results of
this dataset variation on the experiment.

Table 5. Performance of the semantic-segmentation model across varying training set sizes.

Training Test Size Variation 80% 70% 60% 50%
Class IoU Acc IoU Acc IoU Acc IoU Acc
Corn 80.87 902 81.6 8947 8164 89.76 80.84 89.52
Background 8595 91.88 86.58  93.1 858 9246 861 9245

The results from the table show that varying the size of the training dataset had
minimal impact on the performance of the semantic-segmentation model for both the “Corn”
class and the “Background” class. The Intersection over Union (IoU) and accuracy metrics
remain relatively stable across the different training set sizes, indicating that reducing
the training data did not significantly degrade the model’s performance. This suggests
that the model is resilient to variations in the size of the training set, as its performance
remains nearly unchanged despite the reduction in the amount of labeled data. This could
imply that the dataset contains sufficient diversity and that the model has learned effective
generalization strategies from the available data.

7

4. Discussion

The significance of this study lies in its exploration of both legacy and contempo-
rary CNNSs in the context of UAV image analysis for precision agriculture. The focus on
cornfields in Mato Grosso do Sul, a region known for its agricultural productivity, brings
practical relevance to the research. These tools and findings can improve the farming of
similar environments, and, using multiple stages of growth, we intended to present some of
the challenges of image segmenting multiple stages of plant growth. The challenges faced
in the case of corn can be expected while training with other kinds of cultures. Development
of this kind is suitable for developing robust, scalable solutions for precision agriculture
where the ability to accurately segment plants at different growth stages with UAV field
data can significantly impact yield predictions and resource-management strategies.

The study’s results can also contribute to a deeper understanding of how different
CNN architectures perform in semantic-segmentation tasks for complex images. The
superior performance of SegFormer, which utilizes a transformer-based architecture, under-
scores the transformative impact of incorporating transformers in image segmentation tasks.
Transformers’ ability to model long-range dependencies and global context effectively al-
lows for precise segmentation, even in complex and heterogeneous agricultural landscapes.
The results indicate that SegFormer achieves the highest Intersection over Union (IoU) for
corn at 78.81 and maintains competitive accuracy, making it a highly suitable choice for
precision agriculture applications. DeepLabV3+, with its advanced Atrous Spatial Pyramid
Pooling (ASPP) module, also demonstrates strong performance. Its architecture efficiently
balances accuracy and computational efficiency, achieving a high IoU for both corn and
background classes. This network’s encoder—decoder structure allows it to capture rich
semantic information while refining segmentation results, especially around object bound-
aries, which is crucial for accurately delineating crops or other complex kinds of objects
from the background.

The integration of UAV imagery with neural networks offers a powerful tool for preci-
sion agriculture. High-resolution UAV images provide detailed spatial information that,
when processed through robust segmentation models, can infer important insights about
the quality and quantity of the target crop, such as yield estimation and the early detection
of stress factors such as disease or pest infestations, all with low environmental impact.
This capability is particularly relevant where diverse ecosystems and intensive agricultural
activities demand precise data and timely decisions about any possible damage. Despite the
promising results, several challenges remain. One significant challenge is the generalization
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of these models across different crops and varying environmental conditions. While this
study focused on corn in a specific region, future research should aim to validate these find-
ings across diverse crops and geographic areas, meaning that for future projects with similar
processing architectures, it is good practice to use transfer-learning models. We destabilized
the necessary data to reproduce the experiment and advance with future similar proposals
on our repository, as presented in the Materials and Methods section. Additionally, the
computational demands of transformer-based architectures, though manageable, may still
pose limitations for widespread adoption, especially in resource-constrained settings.

SegFormer, with its transformer-based architecture, exhibits the highest segmenta-
tion performance, particularly in modeling long-range dependencies and global context.
DeepLabV3+ also shows strong performance with its efficient balance of accuracy and
computational demands. These findings suggest that integrating these advanced seg-
mentation models with UAV imagery can significantly improve crop monitoring, yield
estimation, and resource management in agriculture. The research also presents the im-
portance of continued innovation in neural network architectures and their application in
precision agriculture.

While the impact of wild pigs on crops is a key motivator for this research, the primary
objective is not to develop a model specifically for assessing wildlife-induced damage.
Instead, our focus is on segmenting corn from the background. Future research could
explore a more detailed analysis of crop damage, incorporating images of various impacts
beyond those caused by wildlife. Despite significant advancements in deep-learning
models, UAV technology, and precision agriculture, a gap remains in integrating these tools
to address challenges in crop monitoring

Improved segmentation models can greatly enhance agricultural practices by enabling
precision resource allocation, early pest detection, optimized irrigation, and effective weed
management, reducing costs and environmental impact. They also aid in crop monitor-
ing, yield estimation, and soil health assessments, leading to more sustainable farming.
While our model is not optimized to differentiate crop-growth stages using the BBCH
scale—key for tracking development—future research could address this. Additionally,
the model does not account for drought impacts, a crucial factor in crop health. Future
work could integrate water-stress data to improve accuracy in drought-prone regions. This
research approach contributes to this by offering adaptable methodologies that advance
automated monitoring.

5. Conclusions

This study demonstrates the effectiveness of contemporary neural network architec-
tures, particularly FCN, SegFormer, and DeepLabV3+, in the task of semantic segmenting
of corn crops using UAV imagery. The results highlight the potential of these advanced
models to enhance precision agriculture practices by providing accurate and detailed crop
segmentation at various developmental stages.

By addressing current challenges and expanding the scope of research, future studies
can further enhance the capabilities of crop segmentation technologies, contributing to
more sustainable and productive agricultural practices. This work leverages advanced
deep-learning techniques, specifically Vision Transformers (ViTs), for detailed vegetation
mapping in a crucial agricultural landscape in Brazil. Using high-resolution UAV imagery,
we demonstrate the feasibility of using semantic segmenting and possible pathways for
more accurate crop monitoring as world food security becomes more challenging.

The methodology for manual labeling, dataset creation, and robust evaluation metrics
sets a high standard for future research, ensuring reliability and validity. This is a key issue
where this work can be improved. The process of data labeling for complex datasets, such
as the one presented, is always laborious and ambiguous for the human operator, and
we always miss most of the borders and shadows of the targeted objects. So, improved
ways of making datasets and using newer deep-learning techniques should be directions
for future work. Self-supervised learning and interactive annotation tools enhance label
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quality by making use of unlabeled data and offering real-time feedback. At the same time,
automated approaches like active learning and weak supervision reduce manual labeling
efforts by focusing on ambiguous samples and handling noisy labels.

Also, future studies should explore the relationship between the proximity of growing
crops with environmentally sensible areas such as watercourses and how this can influence
the effectiveness of conservation efforts. Additionally, research could identify critical phases
in the crop-growth cycle that require specific physical interventions, such as the installation
of fences or scarecrows, to protect the crop. Another promising area of investigation is
the integration of upscaling with high-spatial-resolution satellite imagery to cover larger
geographic areas, therefore enhancing agricultural monitoring and management on a
broader scale.
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